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ABSTRACT

Retinal microvascular changes can occur in retinal diseases including glaucoma,

diabetic retinopathies (DR), and radiation retinopathies (RR). For instance, some

of these diseases show sparser microvasculature around the foveal area as an early

symptom. Therefore, automatically segmenting and analyzing retinal microvascula-

ture may help diagnose and understand the underlying mechanisms of ocular diseases.

However, due to the limitations of the image quality and the difficulties of manual

tracing, this is not a trivial problem to solve and very few studies address automated

segmentations of microvascular networks.

In this thesis, automated approaches with deep learning are developed to ana-

lyze microvasculature in fluorescein angiography (FA) and recently developed optical

coherence tomography angiography (OCTA). These approaches accurately quantify

retinal microvasculature in mice and humans. First, we develop an automated ap-

proach to simultaneously segment retinal structures including the optic nerve head

(ONH), main vessels, and the microvascular network in mouse FA images. By combin-

ing model-based approaches with deep learning, we can automatically segment these

structures and require fewer manual tracings for training. Then, multiple methods

are developed to automatically analyze the microvasculature in human OCTA en-

face images. The key novelties in these approaches involve the use of deep learning

to not only segment the microvasculature but also directly find regions with different

microvascular status. Furthermore, we investigated and analyzed the clinical signifi-

cance of our region-based OCTA en-face segmentations. In order to achieve this goal,

we first analyzed the effectiveness of regional vascular measurements as an indication

of RR severity. Additionally, the microvascular differences between affected and un-

affected eyes of the RR patients were also studied and compared to healthy subjects.

These studies show that the usage of deep-learning networks provides accurate results

for the analysis of retinal vasculature.

Overall, the main contributions of this thesis include: 1) combining model-based
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semi-automated segmentations and a fully automated deep-learning network and de-

veloping an approach to simultaneously segment multiple retinal structures in mouse

FA images, 2) developing and evaluating three automated approaches to directly seg-

ment microvasculature in human OCTA en-face images, 3) developing an alternative

deep-learning method to directly segment regions with different vascular states from

the OCTA en-face images, and 4) using developed results from automated segmen-

tations to measure the disease severity in radiation retinopathy patients.
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PUBLIC ABSTRACT

Retinal diseases such as diabetic retinopathies (DR) and radiation retinopathies

(RR) show changes in the microvasculature as early symptoms. Therefore, auto-

matically segmenting and analyzing retinal microvasculature may help diagnose and

understand the underlying mechanisms of ocular diseases. However, due to the limi-

tations of the image quality, as well as the difficulties of evaluation, very few studies

address automated segmentations of microvascular networks.

A commonly used imaging modality to record retinal vasculature is fluorescein

angiography (FA). It is an invasive technique and uses fluorescein dyes to provide

information of blood flow in the retina. Another relevant technology is optical coher-

ence tomography angiography (OCTA). It is a newly developed non-invasive technique

that captures regions with blood flow in the retina in 3D. Better ways to generate au-

tomated quantification for these modalities could potentially enhance clinical studies

and help in the diagnosis and understanding of retinal diseases.

In this work, automated approaches are developed to accurately quantify retinal

microvasculature in mouse FA and human OCTA images. First, we develop an au-

tomated approach to simultaneously segment retinal structures including the optic

nerve head (ONH), main vessels, and the microvascular network in mouse FA im-

ages. By combining traditional approaches and deep learning, we can automatically

segment these structures with minimal human effort. Then, multiple methods are

developed to automatically analyze the microvasculature in human OCTA projection

images. The key novelties in these approaches are by using deep-learning based ap-

proaches, we can not only segment the microvasculature, but also directly find regions

with different microvascular status. Furthermore, we investigated and analyzed the

clinical significance of our region-based OCTA projection segmentations. In order to

achieve this goal, we first analyzed the effectiveness of regional vascular measurements

as an indication of RR disease. Additionally, the microvascular differences between

affected and unaffected eyes of the RR patients were also studied and compared to

v
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healthy subjects. The proposed approaches are expected to provide more accurate

and reliable automated measurements to analyze retinal microvasculature.
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1

CHAPTER 1
INTRODUCTION

Traditionally, retinal diseases are often diagnosed and evaluated based on fun-

dus photography. However, other imaging modalities such as fluorescein angiogra-

phy (FA) and recently developed optical coherence tomography angiography (OCTA)

have shown effectiveness to find early signs of retinal vascular changes in many dis-

eases including glaucoma [3,4], age-related macular degeneration (AMD) [5], diabetic

retinopathies (DR) [6–8], and radiation retinopathies (RR) [9, 10]. Automated mea-

surements of vasculature network can help study and diagnose the early stage of such

diseases.

In this project, we mainly focus on automated analyses of two modalities: FA

images from diabetic mice retina scans, and OCTA from human radiation retinopathy

patients. Introduced in 1961 [11], FA is a traditional technique to analyze blood flow in

the retina by injecting dyes. On the other hand, OCTA is a relatively new noninvasive

imaging modality. As a functional extension of OCT, OCTA was first introduced

recently in 2012 by Jia et al. [12]. Compared to the structural OCT capturing the

3D structure of the retina and providing volumetric information, OCTA is more of an

improvement to FA technique and focuses on measurement of blood flow and vascular

status. Compared to FA, it is noninvasive and capable of visualizing blood flow in

multiple retinal layers.

There are many studies for analyzing the vascular network in FA and OCTA,

human and mice images [13–16]. Through our observations with mouse FA images,

the main vessels and microvasculature should be analyzed separately so that the oc-

currence of these large vessels would not affect the measurement of microvascular

density. However, currently, there is no approach to simultaneously segment or an-

alyze the main vessels and the microvascular network separately. For the OCTA

modality, only limited studies with automated segmentation of microvasculature are
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presented. Commercially available scanners such as AngioVue (Optovue, Inc., Fre-

mont, CA) provides a vascular density measurement in software. However, it tends to

fail in cases of large vessels in the retinal region. Moreover, only limited information

is provided by the scanner.

Overall, in this work, our goal is to develop approaches for quantification of retinal

vascular changes in mice and humans. We first develop an automated approach to

simultaneously segment retinal structures including the optic nerve head (ONH), main

vessels, and the microvascular network in mouse FA images. Then, multiple methods

are developed to automatically analyze the microvasculature in human OCTA en-

face images. The key novelties in these approaches are by using deep-learning based

approaches, we can very accurately segment the microvasculature and also directly

find regions with different microvascular status. At last, we study the microvascular

changes between affected and unaffected eyes of radiation retinopathy patients.

In particular, this thesis is composed of three specific aims as follows:

• Aim 1: Segmentation of multiple structures in fluorescein angiogra-

phy images of mice. Here we develop approaches measuring different retinal

structures in mouse FA images. We first develop a model-based approach to

roughly segment main vessels and the microvascular network. Then the results

are interactively corrected to train a deep learning based approach to segment

the optic nerve head (ONH), main vessels, and the microvascular network si-

multaneously.

• Aim 2: Segmentation of the microvasculature with optical coherence

tomography angiography in humans. We also develop deep-learning based

approaches to measure the microvasculature in human optical coherence tomog-

raphy angiography (OCTA) data. The retinal surfaces in corresponding struc-

tural OCT volumes are first segmented. Then three automated approaches are

developed and evaluated for directly segmenting the microvasculature in OCTA
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en-face images. Finally, we also develop and evaluate an alternative approach

to simultaneously find avascular regions, regions with capillary dropout, and

capillary dense regions.

• Aim 3: Region analysis for OCTA and study of differences between

affected and unaffected eyes. Lastly, we analyze the regions segmented in

Aim 2 and compare them to experts’ analysis of severity of radiation retinopa-

thy. We also compare the differences of affected and unaffected eyes in radiation

retinopathy patients and normal subjects as a clinical-related application.

1.1 Thesis organization

The rest of this thesis is organized as follows:

• Chapter 2 introduces the clinical background of this thesis. This chapter

covers the image modalities like FA, SD-OCT, and OCTA we use in the aims.

It also includes the diseases we are interested in for this thesis.

• Chapter 3 discusses some prior approaches used for analyzing retinal vessels

and layers. The background of the approaches we use in this thesis is also

introduced.

• Chapter 4 provides the methods and validations for segmenting multiple struc-

tures, including microvascular network, main vessels, and ONH region in mouse

FA images.

• Chapter 5 develops three approaches to directly analyze the microvascular

status in OCTA en-face images of superficial layers in RR patients. It also

uses a new way to evaluate the effectiveness of each approach, instead of only

comparing statistical significance of the analyses between abnormal and normal

subjects.
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• Chapter 6 develops an alternative approach to directly segment the normal and

abnormal regions from the OCTA en-face images using deep learning method.

This improves the algorithms ability to analyze the low signal-to-noise ratio

(SNR) images.

• Chapter 7 presents the clinical application of the methods developed in this

and previous chapter for measuring the microvascular loss in radiation retinopa-

thy patients.

• Chapter 8 summarizes all the chapters and concludes this thesis.
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CHAPTER 2
CLINICAL BACKGROUND

2.1 Retinal vasculature

The retina in the inner posterior globe of the eye is a light-sensitive layered tissue.

Photoreceptor cells in the retina convert light into the eye to electrical neural signals

and the signals are transmitted into the brain to form vision.

Blood vessels in the retina are part of the circulation system and supply neurons

and retinal tissues with nutrition and oxygen. Around 65% of the blood supply in

the retina is through the choroid and 35% by retinal vasculature on the top of the

retina [6]. Retinal vasculature originates and converges at the optic nerve head as

arterioles and venules and gradually diverges into retinal capillaries. Anomalies in

the retinal vasculature are often strongly related to ocular diseases such as glaucoma,

diabetic retinopathy, and age-related macular degeneration (AMD). For instance,

diabetic retinopathy may cause ischemia and result in new blood vessels growing.

This neovascularization is usually a sign of proliferative diabetic retinopathy (PDR)

[17]. On the other hand, retinal vascular changes can also indicate cardiovascular

diseases such as hypertension and stroke [18,19]. Diseases like hypertension can lead

to pathological changes to retinal vessels mainly shown as the narrowing of retinal

arterioles [20].

Automated analyses of retinal vasculature [16,21,22] may help in the diagnosis of

diseases, as well as help understand the underlying mechanisms of ocular diseases.

2.2 Fluorescein angiography

Fluorescein angiography (FA) is a commonly used imaging modality since its in-

troduction in 1961 [11]. It is closely related to fundus photographs which take images

of the interior surface (fundus) of the eye with cameras. While the FA modality on

the other hand, also uses fundus cameras to capture retinal images, it is an inva-

sive imaging approach in that it involves injecting sodium fluorescein dye into the
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Figure 2.1: An example image of mouse retina (as further described in Section 4.6)
in FA modality.

circulation system. The dye binds to leukocytes in the bloodstream and can emit

fluorescence after illumination to the retina. An angiogram can then be captured by

fundus cameras with narrow-band filters. The FA image records the status of blood

flow in the retina, and can provide morphologic as well as circulative information for

the retinal vascular plexus. Fig. 2.1 shows an example of mouse FA images with main

vessels and capillary plexus.

FA is currently an effective way to measure the functional state of the retina.

However, in contrast to fundus photographs, FA is an invasive method, and the

injected fluorescent dye could cause side effects like nausea. It also only captures a

2D representation of retina and could mix up superficial and deeper retinal plexuses.

Newer technologies like OCTA could potentially avoid these drawbacks.
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2.3 Optical coherence tomography angiography

Optical coherence tomography (OCT) technology is widely used in ophthalmology

because of its ability to visualize 3D context in the retina. It is a noninvasive imaging

technique using a relatively long wavelength light for imaging of biological tissue in

vivo in micrometer-resolutions [6,23]. OCT is an important modality to assess ocular

diseases.

As a functional extension of OCT technology, optical coherence tomography an-

giography (OCTA) is a relatively new imaging method which combines split-spectrum

amplitude-decorrelation angiography (SSADA) data with volumetric scanning, first

proposed by Jia et al. [12] in 2012. Some studies have shown OCTA effectiveness in

the analysis of macular degeneration, glaucoma, and radiation retinopathy [4,5,24,25].

Briefly, by repeatedly scanning the same region and analyzing multiple scans, OCTA

detects regions with blood flow versus no flow. It allows blood vessel visualization in

living tissue in a noninvasive way.

Scanners that acquire OCTA scans also provide SD-OCT scans as structural OCT

showing the retinal layers. Fig. 2.2 shows a human structural OCT scan acquired from

AngioVue (Optovue, Inc., Fremont, CA) and the corresponding projection angiogram

of superficial layers. These projection en-face angiogram images are generated by

segmenting retinal layers and selecting the maximum value in the corresponding layers

in the SSADA volumes.

As a result, OCTA is increasingly used for retinal vasculature pathologies in retinal

studies [26–28]. Comparing to traditional FA modality, OCTA has some advantages.

First is that it is noninvasive and contrast agents will not be needed to generate

images. In case of diseases, the dye used for visualizing the vessels could also leak

and cause a change of contrast in the image. Such leakage can affect the result of

the diagnosis. Also, FA images usually can only show the vascular network clearly in

superficial layers. However, studies have shown that blood flow can be measured in
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(a) (b)

Figure 2.2: An example OCTA image from the dataset as further described in Section
5.6. (a) SD-OCT b-scan with SSADA as the overlay. (b) The corresponding en-face
projection angiogram for superficial layers indicated by yellow arrows.

at least three layers in the retina using OCTA [29,30]. Thus, a significant advantage

with OCTA is it can give a visualization of the vascular network in multiple layers.

2.4 Diabetic retinopathy

Diabetes mellitus is a prevalent disease in the United States, with more than

29 million patients nation-wide [31]. Elevated blood glucose in the body is known

to cause damage to blood vessels and nerve cells. It therefore causes damage to

the heart, brain, kidneys, and eyes. Diabetic retinopathy (DR) is a complication

of diabetes that causes damage to the retina. DR is the second leading cause of

blindness and the primary cause of visual loss in working-age people in the US [6].

For long-term diabetes, nearly all patients have retinal capillary changes. In both

humans and rodents, hyperglycemia causes capillary vessel wall damage and occluded

vessels [6, 32, 33]. Eventually, retinal detachment or diabetic macular edema (DME)

could occur. DME is the main cause of severe vision loss and blindness in diabetic

patients. It breakdowns the blood-retinal barrier, which leads to leakage into retinal
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tissue and fluid accumulation. However, with early diagnosis and annual screening,

vision loss and blindness are preventable [34].

Accompanied by retinal vascular changes, another complication of diabetes in the

retina is nerve cell damage. In early-stage diabetes mellitus patients with minimal

diabetic retinopathies, change of retinal layers thickness can be observed in OCT im-

ages [35,36]. Even in the earliest stage of DR, there is a measurable loss of intraretinal

neurons in the retina.

2.5 Radiation retinopathy

Radiation for the eye or the orbit of the eye causes radiation retinopathies (RR),

first described by Stallard in 1933 [37]. RR is usually a delayed condition and occurs

months or years after the radiation. Anatomically, it is thought to be caused by loss

of endothelial cells with sparing of pericytes in the retinal vascular network due to

exposure to radiation. This loss would then lead to capillary loss and microaneurysms,

and eventually causes neovascularization, macular edema, and retinal detachment

[38,39]. Patients after radiotherapy treatments for the eye or head are likely to get RR

and have irreversible visual impairment [38, 40–42]. Traditionally, the significance of

RR is rated into stages by doctors using ophthalmoscopy and fluorescein angiography,

and higher stages of RR will have increased risk of vision loss in the patient. Fig. 2.3

shows fundus and fluorescein images of an RR patient before treatments.

Finger tests [43] using fundus images mainly analyzes macular edema in the RR

affected eye. It gives a general outline of the symptoms of RR with ophthalmoscopy,

including retinal hemorrhage, microaneurysms, and vitreous hemorrhage. Alterna-

tively, Horgan grading [42] with OCT volume is focused more on macular edema and

showed that OCT images could help detect earlier symptoms of RR before shown in

fundus images. The detection of early symptoms allows earlier diagnosis and could

help prevent further visual loss in the affected eye in the patient.

However, only using SD-OCT could miss some early vascular changes in RR,
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Figure 2.3: Fundus and fluorescein images of a radiation retinopathy patient. The
images are obtained under Creative Commons Attribution License from [1].
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such as microaneurysms and capillary dropouts. With the help of recently developed

OCTA technology, a better analysis of these vascular changes can be more precisely

measured. Structural SD-OCT b-scan (Fig. 2.4(a)) and the en-face OCTA projection

image (Fig. 2.4(d)) of an RR patient can be seen in Fig. 2.4. The case study by Veverka

et al. [24] shows that OCTA can accurately analyze changes in retinal vasculature in

RR patients, and it can detect RR symptoms before there are visible changes in

SD-OCT and fundus images. However, because OCTA is a newer technology, more

studies are still needed for better analysis of RR vascular changes with this modality.
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(a) (b)

(c) (d)

Figure 2.4: Examples of structural SD-OCT scan, en-face projection image, and
OCTA en-face image of superficial layers from RR patient (as further described in
Section 5.3 and Section 5.6). (a) SD-OCT b-scan. The corresponding en-face projec-
tion image of the SD-OCT (c) and angiogram (d) for superficial layers (b).
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CHAPTER 3
TECHNICAL BACKGROUND

3.1 Retinal vessel segmentations

Segmentation of blood vessels separates vessel pixels from non-vessel pixels in

the image. There are a large number of related works published for segmenting the

retinal vessels. Most of them are automated approaches for segmenting all vessels in

human fundus images. All these methods can be divided mainly into model-based

and machine learning-based approaches.

For the model-based approaches, there are methods using region growing [44],

adaptive thresholding [45], or morphological operations [46] techniques. However,

the machine learning-based approaches tend to have better results. These approaches

usually use classifications to solve the problem. Niemeijer et al. [21] used k-NN classi-

fiers by using 31 Gaussian-based filters. Soares et al. [47] used Bayesian classifier with

Gaussian mixture model (GMM) and used Gabor features. There are also a number

of AdaBoost based methods [48], neural network [49,50], and support vector machine

(SVM) [51] based approaches. However, all these earlier methods require specifically

designed features as training data. More recent deep-learning based approaches, such

as [22, 52] use convolution neural networks (CNNs) for the segmentations. There is

also work by Prentašić et al. [16] segmenting OCTA vessels using CNNs.

However, very few studies address automated segmentations of microvascular net-

works. And none of them are focusing on analyzing main and microvascular vessels

separately.

3.2 Graph theoretic algorithms for image
segmentations

The graph-theoretic algorithms closely related to this study are graph-search algo-

rithms [53–56]. They are multi-dimensional optimal surface segmentation approaches

first developed by Li et al. [53]. Li’s work creates weighted graph G = (V,E) from the
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input image, where v ∈ V set are for pixels (or voxels) (vi, vj) ∈ E set for connected

edges between pixels. Weights designed for the data are applied to the graph as costs.

By solving the s/t cut problem, this approach can compute minimum closed sets as

optimal surfaces in polynomial time complexity.

As an extension of the original graph-search algorithms, multi-layer surface seg-

mentation in SD-OCT volumes with 3D graph-based approach was proposed by

Garvin et al. [54] to segment up to 7 layers in retinal SD-OCT volumes. With the

approach, multiple retinal surfaces in 3D are simultaneously segmented. It forms a

globally optimal solution to the cost function and constraints designed for the data.

This work also shows that graph-search can incorporate both surface and region cost

functions. Within these frameworks, outer layers are segmented simultaneously, then

the inner layers in the retina are segmented. Later multiscale and cascaded ap-

proaches under the same framework were developed for human [57] or animal retinal

studies [58].

Other than direct surface segmentations, graph-search can be modeled to segment

more complex shapes with inter-object interactions [59]. For our specific interests,

Xu et al. [55] proposed a graph-based approach to more accurately measure blood

vessel boundaries in fundus photographs. By modeling vessels into segments along

centerlines, this method segments vessel edges by finding two optimal boundaries

simultaneously with weighted graphs.

Another modification to the graph-search is made by Song et al. [60] for seg-

menting bladder and prostate. It incorporates context and shape-prior terms with

weighted edges in the graph. As a result, after taking into account the prior informa-

tion, smoother and more robust surfaces can be segmented.

In this work, we use the graph-theoretic algorithm in two applications. In the

first case, it is used to delineate boundaries of blood vessels in mouse FA images. We

also use the approach to segment the superficial layers in the structural OCT data of



www.manaraa.com

15

(a) (b)

Figure 3.1: Example of NNs. (a) An example of MLP with two hidden layers, (b)
AlexNet using CNN for ImageNet. It consists of 5 layers of CNN and 3 fully connected
layers.

OCTA scans.

3.3 Deep learning and convolution neural
network

Machine learning (ML) systems are often used for image processing tasks, such as

object recognition and pixel classification. However, conventional ML methods are

usually limited by complex preprocessing and manually designed or tuned features.

In many cases, we need to create features to transform image data to some feature

space to be suitable for the method.

Deep learning is a class of ML methods using neural networks (NNs) with multiple

hidden layers [61]. They are inspired by the biological neural system and use simple

non-linear transformations that are determined by training data. It has been very

successful in computer vision and medical imaging [62,63].

One commonly used model of NN is multi-layer perceptrons (MLPs). As shown

in Fig. 3.1(a), it comprises multiple layers of fully-connected (FC) layers of neurons.

Within such structure, neurons between two neighboring layers are fully-connected

in a cascading pairwise fashion. However, for solving image based problems, which

could have millions of pixels as input, MLP does not work well.

Deep convolution neural networks (CNNs) is another deep-learning framework
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designed for image problems. It is a deep network with stacks of non-linear filters

that can learn and unveil high-level features from low-level features. It is first pro-

posed by LeCun et al. [64] inspired by the structure of primary visual cortex, and

then modified by Krizhevsky et al. [62] in 2012. It has proven to be great at image

classifications, with 16% error compared to best 26% with traditional methods in the

ImageNet challenge in 2012. Fig. 3.1(b) shows the underlying structure of AlexNet by

Krizhevsky. Since AlexNet, CNN has outperformed the state-of-the-art algorithms in

different image processing tasks.

3.3.1 Fine-tuning

In some cases, we do not have enough data to train a deep network, especially in

cases of medical image analysis. Fine-tuning can help train deep networks with fewer

data and time. It uses a pre-trained network, then freezes the learned variables in

most of the layers, and uses new data to train only a small part of the network.

There is some work in medical image analyses using the fine-tuning technique. [65]

used pre-trained CNN on ImageNet data without tuning the CNN network, to label

regions in chest CT volumes. [66] analyzed and recommended that by using a pre-

trained network in most cases gives a better or at least equivalent result compared to

training from scratch. [67] compared pre-trained networks on CIFAR and ImageNet

for abdominal lymph node and lung disease detection. Results show higher accuracies

with fine-tuning than training from scratch.

As a result, we can use the fine-tuning technique if the network itself is hard to

train or needs a large dataset.

3.3.2 Fully convolutional network and U-Net

In traditional CNN approaches, different networks are often developed to classify

a whole image into different classes. On the other hand, tasks we are frequently

interested in medical image analysis are localization and segmentation.
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Figure 3.2: The basic structure of U-Net from [2].

Earlier CNN based approaches [68–70] solve such problems with batch-based ap-

proach to go through the whole image and get labels for each cropped region. How-

ever, these batch based approaches would take much longer time to run, since the

network needs to run on each pixel. To solve this problem, Sermanet et al. [70]

developed OverFeat technique in 2013. It shows that by converting FC layers into

convolutional layers, we can use CNNs for fast localizations. However, this approach

is limited by the resolution of output, which is much lower than the original input.

Fully convolutional network (FCN) is then developed by Long et al. [71] for this

problem. The main contribution of this work is the introduction of deconvolution

layers that is a transposed process of convolution. These parametric layers can be

appended to existing CNNs and act as an upsampling mechanism and could combine

the information from multiple layers in different resolutions. As an extension of

FCN network, U-Net [2] is fully-connected with asymmetric structure with output

resolution similar to the input image. Fig. 3.2 shows the basic structure of such

network. This framework is quite ideal for our purposes since medical applications

usually require higher precision.

A minor problem with U-Net is that it is not a direct derivative of CNNs and
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can be hard to get pre-trained models. It needs to be trained from scratch instead.

Luckily, such structure requires a lot less training data as mentioned in the original

paper. For our purposes, we can train the network on smaller, cropped and augmented

images with rotations, distortions, and contrast changes. It enables us to use much

fewer images to get a better-trained network. Also, because of the nature of FCN

networks [70], we can use full resolution images when testing for much faster speed.

3.4 Deep learning for medical image analyses

As a subtask in computer vision, medical image analyses are very different from

the traditional tasks. The data size is usually much smaller. Also, the images can

be grayscale and don’t contain a complex scene or many complex objects of interest.

On the other hand, in medical imaging, instead of labeling the whole image, in many

cases we need a localized measurement of the image, such as labeling an anomaly or

segmenting biological structures.

Some works exploring medical uses focus on finding cropped regions for image-

based classification. For example, [63] uses fundus images of diabetic retinopathy

patients graded by ophthalmologists for automated grading of diabetic retinopathies.

As another example, [72] trains a CNN for classification type of skin cancer. However,

these whole-image based classifications require huge datasets (more than 100,000

training images for both approaches) to train. Also, from a clinical standpoint, such

CNNs are black boxes with little explanation of its reasoning.

Some other works are based on an FCN. Since the development of FCN [71],

some approaches use different forms of FCNs to directly segment structures in human

images [52,73–76]. In the field of ophthalmology, there are some existing deep-learning

based approaches doing vessel segmentations in DRIVE dataset for fundus images

[22,52]. One relevant work in ophthalmology is to segment microvasculature network

in OCTA images from Prentašić et al. [16]. They follow a naive implementation of a

five layer (three convolutions and two fully connected) CNN to identify each pixel as
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vessel or background. In another related work, [76] uses a fully convolutional network

(U-Net) to segment edema in macular region in SD-OCT volume.
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CHAPTER 4
SEGMENTATION OF MAIN VESSELS, MICROVASCULATURE,

AND OPTICAL NERVE HEAD REGION IN MOUSE FLUORESCEIN
ANGIOGRAPHY IMAGES (AIM 1)

4.1 Introduction

The goal of this section is to develop approaches to segment main vessels, mi-

crovasculature, and optical nerve head (ONH) in mouse FA images. The flowchart

for this work is shown in Fig. 4.1. This section can generally be divided into two

parts.

In the first part, we develop semi-automated approaches to get the retinal struc-

tures combining model-based segmentation and manual tracings. We first combine

multiscale vessel filters [77], morphologic operations, graph-based approach by Xu

et al. [55], and manual corrections to build a framework for the main vessel and

microvascular segmentations. The ONH regions are then manually traced.

Next, we use the results from the semi-automated segmentations to develop a deep-

learning based approach. We will use a full-convolutional U-Net [2] to simultaneously

segment all the structures as pixel classification.

26

Flowchart

Manual correction

Test

Initial Segmentation

Main vessel 
segmentation

Deep learning training

Microvascular network 
segmentation

ONH center 
estimation

Vessel 
centerline 
detection

Optimal segmentation 
selection
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Main vessel segmentation 
correction

Data 
augmentation

Training set

Labels

Training set

U-Net Trained network

Test set U-Net classifier

Trained network

Probability maps

Vessel boundary 
segmentation

Figure 4.1: The framework for segmenting structures in mouse FA images.
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4.2 Segment main vessels with model-based
approach

Because the main vessels take a prominent region in FA images, segmentations

not distinguishing main vessels and microvasculature could result in inaccurate mea-

surements for microvascular networks. An automated method to segment the main

vessels not only excludes their influences on the microvascular network measurements,

the main vessels can also act as natural tools to form compartments for localiza-

tion measurements. We can easily match vessel compartments to other images for

multi-modality and longitudinal studies in the future. In this task, we develop a

semi-automatic approach to segment main vessels.

4.2.1 Initial segmentation

As will be described further in Section 4.6, in this study, there are two resolutions

of the images in the dataset: 768 × 768 and 1536 × 1536 pixels covering a similar

region of 1.5 mm × 1.5 mm. First the resolutions are unified to 768 × 768 pixels.

Then contrast limited adaptive histogram equalization (CLAHE) [78] is applied to

enhance the vessels in the image (Fig. 4.2(b)). We use Hessian-based multiscale

filters by Frangi et al. [77] to segment the main vessels, since this algorithm shows

good performance in detecting “tubular” structures in 2D or 3D images. To measure

these vesselness structures for each pixel in 2D images, the vesselness function can be

written as:

Fves =


0, if λ2 ≥ 0,

e−
RB

2

2b2 (1− e−
S2
2c2 ), otherwise

(4.1)

where RB = λ1
λ2

(λ1 ≤ λ2) measures the blob-like versus line-like structures in 2D

images. And S is the local contrast level (structureness) defined by:

S =

√√√√dim∑
i=1

λi
2 (4.2)
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(a) (b)

(c) (d)

Figure 4.2: The initial segmentation of the main vessels. (a) An example original FA
image. (b) The enhanced image of (a). (c) The corresponding vesselness map using
Hessian-based filters. (d) The skeletonized vesselness image of (a).
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where λi are the eigenvalues of the of the Hessian matrix, and dim is the dimension

of the image. In our cases, λis are λ1 and λ2 for 2D image analysis. The b and c are

the thresholds for the sensitivity of RB and S. Here these thresholds are empirically

determined with b = 0.5 and c as half of the maximum Hessian norm value.

More specifically, Equation 4.1 measures bright curvilinear regions in a darker

background. While the results as seen in Fig. 4.2(c) show inaccurate boundaries for

the main vessels, for initial segmentations, we only need a rough approximation of

these vessels.

After applying thresholding to the filtered image to make it binary, we form skele-

tonized vessels (Fig. 4.2(d)), by iteratively removing the pixels on the borders [79].

4.2.2 ONH center identification

After the initial process, we find the approximate ONH center for a better assess-

ment of main vessels. From observations, we can see the main vessels surrounding the

ONH are straight and pointing towards the ONH center. If there are enough (and

there usually are) main vessels shown in the image, we can use a rough position of

the main vessels to find the ONH center.

Here we use Hough transform to estimate the positions and directions of the

vessels and use these estimated straight lines to predict the center. The skeletonized

binary vessel image from the previous section is first transformed into a parameter

space (r, θ), for all lines r = x cos θ + y sin θ in the image [80]. Then the strongest

signal points in the space are selected and projected back to the skeletonized image

as lines. We then get all the intersection points for the lines and use the median in

x y directions as the approximate ONH center. Fig. 4.3(a) shows an example of the

approximation.
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(a) (b)

Figure 4.3: The segmentation for main vessel centerlines. (a) The fitted lines from
Hough transform and approximated ONH center as red dot. (b) Result of skeletonized
main vessels.

4.2.3 Skeletonized main vessel identification

Although Hessian-based multiscale filters have already roughly excluded thin ves-

sels, analyzing and excluding irrelevant segments is still needed to construct the main

vessel network. In order to remove the effects from the complex pattern around

the ONH region, we first remove the points with a distance less than 0.15 mm (ap-

proximately 80 pixels) from the approximated ONH center. Next, we detect all the

bifurcation and crossing points. The bifurcation points are defined as the location

where one vessel centerline diverges into two, and crossing points as the location

where two or multiple centerlines overlap. Here we get the centerline pixels with

three eight-connected neighbors or more, similar to Xu et al. [55]. Then we use an

iterative method based on analyzing the position of each vessel segment. The steps

are applied as follows:

1. Find and remove all the bifurcations. The endpoint in a vessel segment away

from the bifurcation is annotated as a freepoint.
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2. Iterate through each vessel segment:

(a) If the endpoint closer to the ONH center is a freepoint: remove the segment

if the freepoint is more than 0.2 mm (100 pixels) away from the ONH

center.

(b) If the further endpoint is a freepoint: remove if the segment is short.

3. Add back the bifurcations and form a new network.

4. Repeat the whole process until no vessel segment is removed.

The result is the main vessel network as seen in Fig. 4.3(b).

4.2.4 Main vessel boundaries segmentation

In this step, we re-segment the main vessels more accurately. A similar approach to

Xu et al. [55] is applied to each main vessel segment with the skeletonized main vessel

network from the last section. On each vessel, we first apply principal component

analysis (PCA) on each segmented vessel centerline pixel and its closest neighbors.

We use the first principal component as the direction and the second as the normal.

Columns of pixels along the normal direction of a vessel centerline in the original FA

image are used to form vessel images. An image with the size of SegmentLength ×

SurroundingP ixels is generated for every segment, as shown in Fig. 4.4(a).

We use the graph-based method with soft constraints by Song et al. [81] to seg-

ment the main vessels smoothly. The boundaries of the vessels in the image are

simultaneously segmented with the first-order derivative of Gaussian filters as cost

functions, an example can be seen in Fig. 4.4(b). The segmented lines are then pro-

jected back to the original image (Fig. 4.4(c)) to form the main vessel mask, as shown

in Fig. 4.4(d).
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(a) (b) (c)

(d) (e)

Figure 4.4: Segmentation for the vessel networks. (a) An example main vessel piece
to be segmented. (b) The corresponding cost function. (c) Segmentation result for
the vessel segment. (d) The main vessel network after aligning the segmentations
back. (e) The microvascular network.
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4.3 Segment microvascular network

To segment the microvascular network, we use the same multiscale Hessian fil-

ters [77] as used for segmenting the main vessels to get a vesselness map. Otsu’s

thresholding is then applied to get the binary vesselness image. We also exclude the

main vessel regions with main vessel segmentations as the mask. We then detect and

remove small holes and small unconnected components (smaller than 10 pixels) in the

thresholded image. The thresholded image is then skeletonized to fixed width form

microvascular centerlines. Here we use skeletonized microvascular network because

microvasculature occupies little space, but FA images show different widths of the

microvasculature dependent on luminance. For the convenience of evaluation, the

calculated single-pixel-width skeletonized microvasculature is dilated to fixed 3 pix-

els. Because the original image quality varies, we also try different scale combinations

and thresholding strategies on each image and manually pick the most accurate one.

Fig. 4.4(e) show the image we get after the process.

4.4 Visualize and refine segmentations with
human interactions

At this stage, we gather all the information from previous sections and use an

interactive viewer to generate the labeled data to train the deep network in next

section.

We first use the main vessel segmentations from section 4.2.4 and project them

back to the original image coordinate space. But instead of directly making the

segmentations into pixels masks, we make each segmentation into a vessel centerline

plus the predicted thickness around the centerline. This way the segmentations are

much easier to interact with than pixel-based prediction.

Also, the graph-based segmentation creates a thickness prediction on each point

on the vessel centerline and this will be very hard to interact with. Hence we first

use thin-plate-spline [82] to fit a more smooth curve to the vessels boundaries and
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Figure 4.5: The simplified main vessel segmentations projected in an interactive way.

sample points from the smoothed boundaries. We then use Ramer Douglas Peucker

(RDP) algorithm [83, 84] to generate a keypoint representation of the vessels. This

greedy algorithm simplifies a multi-dimensional sequence into fewer keypoints. We

run the algorithm on 3 axes of (x, y, r) where (x, y) are the vessel centerline and r

is the thickness measurement. We use an ε of 5.0, meaning the maximum distance

between simplified form and truth is less than 5 unit distance.

The keypoint representation of the vessels is then visualized and modified manu-

ally with a web-based viewer we developed. An illustration can be seen in Fig. 4.5.

Users can refine the location and thickness of each keypoint by mouse or keyboard.

The refined results (Fig. 4.6) are used in the later stages to train the U-Net.

Then, we use the ONH information from section 4.2.2 and trace the boundary of

the ONH region. Next, we combine the corrected main vessel, microvascular segmen-

tation, and ONH tracing to create 4-channel label maps. Channel 0 is the background,

and the remaining three are the segmented retinal structures. All the overlaps be-

tween the three segmentations are also removed. Fig.4.7 shows an example result

overlaying on the corresponding FA image.
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Figure 4.6: The interactively corrected main vessel mask.
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Figure 4.7: An example tracing to be used for training the deep network.
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4.5 Segment multiple structures simultaneously
with U-Net

In the previous sections, we used semi-automated approaches to get the main

vessels and microvascular segmentations. We also traced the ONH regions. Here, we

develop a fully automated deep-learning based approach and use the previous results

as input to train a deep neural network. U-Net [2] is applied to do a pixel-based

classification as retinal structures and background.

4.5.1 Dynamic data augmentation

Because CNNs are a large set of filters with learnable parameters stacked to-

gether, we do not apply denoising or image enhancement filters to the images as

a preprocessing step. Instead, we use data augmentation so that the network can

learn the necessary filters automatically. Here data augmentation means transform-

ing and modifying instances in the dataset, so that we can get a larger and more

varied dataset. Traditionally, it is done statically before training stage. Such a static

approach to augment data shortens the preprocessing time compared to dynamic

modifications before each training iteration. However, it causes a more complex data

preprocessing pipeline and also has less data variety, especially when combining more

types of augmentation (such as cropping, rotations, and color jittering).

In practice, we notice that compared to some initial results we get from statically

augmenting training data by 10 times before training (as seen in Fig. 4.8), dynamic

augmentations by modifying input images before each training iteration greatly im-

prove the consistency of the pixel classification results. As a result, for this dataset,

cropping, rotation, flipping, and contrast changes are applied dynamically before each

training iteration. We first unify the resolutions to 768 × 768 and normalize the in-

tensities for each image. Then, the training images are cropped at random locations

with the resolution of 256 × 256 pixels. Then the data is augmented with random

rotations in range (−180◦, 180◦). A random horizontal flip is then applied. We also
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(a) (b)

Figure 4.8: An example result (b) of (a) by using static augmentation.

do contrast changes from full to half intensities, since in many cases some vessels are

very dim and such data augmentation could avoid preprocessing to enhance the im-

age. The whole process is parallelized to multiple threads so that the training speed

is not affected.

After the data augmentation, the processed images are directly used to train the

U-Net.

4.5.2 Network setup

For the training of the network, here we use a modified version of U-Net [2] as seen

in Fig. 4.9. This network has a symmetric structure consisting of an encoder with

8 3 × 3 convolutional layers to extract information at different scales and a decoder

with 7 layers to reconstruct the information back into prediction maps of the same

resolutions as inputs.

More specifically, we use an established VGG11 [85] with batch normalization

(BN) layers as the encoder part. Although a number of approaches show that by

using residual blocks [86–89] may increase precision, these approaches have to train
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from scratch because pretrained ResNet cannot be directly adapt as the encoder of

the U-Net. Recent work by Iglovikov et al. [90] shows by using an established network

(VGG11 in this case) as the encoder part of U-Net increase the training speed and

segmentation result compared to original U-Net.

Different from [90], we also add batch normalization layers to improve the numer-

ical stability. Batch normalization (BN) [91] is proven to be a very effective way to

increase the robustness of training, and widely adopted in newer approaches [87–90].

Briefly, a BN layer first normalizes the output in each channel with the following:

x̂(k) =
x(k) − E[x(k)]√

V ar[x(k)]
, (4.3)

where E is the mean of the mini-batch and V ar is the variance.

Then the BN layer uses additional learnable parameters to compensate the nor-

malization operation, as shown in following:

y(k) = γ(k)x̂(k) + β(k), (4.4)

where γ(k) and β(k) are the parameters to be learned in the training phase.

Also, padding is added to every layer to preserve the size of the output segmenta-

tion. An initialization scheme by Kaiming et al. [92] is used to initialize every layer.

For the loss functions, cross entropy loss is used on a pixel level to classify four classes

as background, microvasculature, the main vessels, or ONH region. More specifically,

the loss combines per-pixel softmax function and cross entropy, similar to [2] and [71].

It can be described as:

L(x, class) = − log
exclass∑
j e

xj
, (4.5)

where L(x, class) stands for the loss for a specific class, xclass is the predicted prob-

ability (range from 0 to 1) for this class, and xj is the predicted probability for each
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Figure 4.9: The modified version of U-Net used in this work.

possible class j.

Another modification from the original U-Net we do is to use different scales for

training batches and testing. Ordinarily, instead of full resolutions, the U-Nets are

trained and tested on the same scales using cropped tile images. However, through our

initial experiments with this approach, the network tends to generate less confident

classifications around the edges. One solution is to use the same full resolution without

cropping for training as well as test. The problem with this approach is that it requires

much more GPU memory to train each image. This also deteriorates the performance

of BN layers since such layers perform better with larger batch sizes [93]. On the

other hand, because the network structure is fully convolutional, here we do data

augmentation and network training on the cropped images and directly evaluate the

original higher resolution images. If the dimension does not fit the U-Net, we expand

the size by padding to the next fitted size. For instance, our implementation requires

images with pixel resolutions divisible to 32. If a test image has a resolution of

129× 130 pixels, zero intensities will be padded to the edges of the image to make it

to the next fitted size of 160× 160 pixels.
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(a) (b)

Figure 4.10: An example test image and the manual tracings (b).

4.6 Experimental methods and results

A total of 73 FA retinal images from 47 diabetic mice acquired using Heidelberg

Spectralis scanners (Heidelberg Engineering, Germany) are included in this study. All

procedures involving mouse subjects were in compliance with the ARVO statement

for the Use of Animals in Ophthalmic and Vision Research, and approved by the

Office of Research & Development at the Department of Veterans Affairs. These

images are either from OS or OD acquired at one or two timepoints, showing both

main vessels and the microvascular network. Within these images, 52 images have

dimensions of 768× 768 pixels and 21 have dimensions of 1536× 1536 pixels covering

a similar region of 1.5 mm × 1.5 mm. For convenience, we uniform the resolution to

768 × 768 before any processing. These images are randomly separated into three

categories: a training set, validation set, and test set. Each set doesn’t have images

from the same mouse. The images are separated as 10 as the test data, 5 for the

validation set, and the remaining 58 images are for the training set.

For the test data, the ONH region and the main vessels are manually traced, and

the results generated by the trained network are compared to these manual tracings.
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As for the microvascular network, it is hard to trace the whole image, since there

are thousands of pieces of microvasculature shown. Here we separate each test image

into 6× 6 mosaics and randomly select 3 regions with 128× 128 pixels. Fig. 4.10(b)

shows an example random selection of the regions to be evaluated on, and the figure

also shows the manually traced main vessels and ONH region.

For the training part, we use mini-batch stochastic gradient descent (Adam) opti-

mizer [94]. We use the patch size of 256× 256 resolution random crops from original

training images. Then the data is augmented with random rotations and random

contrast changes. A starting learning rate is set to 1e-4 and by monitoring the val-

idation loss, we decrease the learning rate to 1e-6 at epoch 360 and 1e-7 at epoch

450. All training and validation are performed with a single Nvidia GeForce 1080

Ti GPU. Here we use PyTorch to do the training and testing. It has a simple and

flexible interface with dynamic computation graphs.

The whole network takes about 2 hours to train, and afterward, the network starts

to overfit. We monitor the validation loss and picked the lowest loss one as the final

network.

Fig. 4.11(b) shows an example probability map of each of the segmented classes

for a FA image (Fig. 4.11(a)). Visually, our approach gives clean and high confi-

dence predictions even before any postprocessing to eliminate small isolated noise.

It also is very similar to the manual tracings shown in Fig. 4.10(b) and only have a

few small mis-classified branches for main vessels and small false positive areas for

microvasculature and ONH regions.

To evaluate the results, we use pixel-based receiver operating characteristic (ROC)

curves. ROC is performed by using different intensity thresholds on the probability

maps for each predicted class from the neural network to generate binary prediction

images. We then compare each predicted pixel to the ground truth labels to cal-

culate true positive rates (TPR) versus false positive rates (FPR). Specifically, for
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(a) (b)

Figure 4.11: An example segmentation result (b) of retinal structures for a mouse FA
image (a).

the evaluation of microvasculature, we follow a similar evaluation method mentioned

in [95,96]. Dilation with disk structuring element of radius 1 is used create a buffered

truth and TPR vs FPR is calculated. This is because microvasculature is traced as

skeletons and cannot be directly compared to probability maps on a pixel-level. By

adding buffer pixels to the skeletonized image, we can compare the two with limited

biases. The area under the curve of the ROC (AUC) is also calculated to evaluate

each of the segmentations.

The ROC curves of the segmentations can be seen in Fig. 4.12. The AUCs shows

very high performance for segmenting main vessels and ONH regions. The perfor-

mance is slightly lower for microvascular networks. To further show the results, we

also calculated the AUC for each test image as seen in Table 4.1. Here the overall

AUCs are the same as in Fig. 4.12. It shows that the predictions for main vessels

and ONH regions are consistently very high (> 0.99) for all results. The results for

microvascular networks are less consistent and lower than the other two in all cases.
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Figure 4.12: The evaluation for fully-automated deep-learning approach. The ROC
curves for segmentations of microvascular network, main vessels, and ONH regions.

Table 4.1: Area under ROC curves (AUC) for each test image (10
images in total).

Microvasculature Main vessels ONH region

Image 1 0.951 0.994 0.995
Image 2 0.941 0.998 NA†

Image 3 0.944 0.997 1
Image 4 0.93 0.996 0.997
Image 5 0.969 0.997 0.99
Image 6 0.965 0.997 0.997
Image 7 0.964 0.999 1
Image 8 0.962 0.998 1
Image 9 0.962 0.996 1
Image 10 0.973 0.998 0.999

Overall 0.955 0.997 0.998

† ROC curve cannot be calculated because Image 2 doesn’t show
ONH region in neither prediction nor manual tracing.
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4.7 Discussion, limitations & conclusions

In this chapter, we develop a method to automatically segment multiple structures

in mouse FA images. A semi-automated process is first implemented to minimize the

efforts for manual tracing. Then a deep neural network is used to simultaneously

find the structures. This approach is trained on 58 mouse FA images and tested on

10 images. The result shows very high AUCs for ONH and main vessel segmenta-

tions. The AUCs are lower for segmentation of microvascular networks. First, this

is because the microvascular network is harder to precisely evaluate than the other

two structures. Our current evaluation method only compares probability maps ver-

sus a dilated skeletonized manual tracings in pixel-space instead of ‘true’ skeletons.

Secondly, because the training references are directly from automatic microvascular

segmentation without direct corrections, a lower performance can be expected.

We also analyzed the training data and found that about 14% of pixels are marked

as microvasculature, about 13% of pixels as main vessels, while 0.9% of them are

marked as ONH center. This is another reason for the high AUC for ONH segmen-

tation.

As for main vessel segmentations, although it has a very high AUC, we notice that

some of the smaller branches are mis-segmented, as seen in Fig. 4.13. One reason is

that the U-Net works as a pixel-based adaptive filter and it will only segment based

on the local intensity related information. Also, since the thicker vessels take more

than 95% of the pixels and the sometimes mis-segmented small vessels branches only

occupy a very small amount of space. Luckily, with the information of ONH center

and larger vessels, these branches can be removed through post-processing.

To our knowledge, it is also the only approach to simultaneously segment both

main vessel and microvasculature in retinal images. It also to some extent addressed

the difficulty to do manual tracings by using traditional approaches to decrease the

needs to do all the tracings.
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(c) (d)

Figure 4.13: An example image with mis-segmented small branches. (a) The FA
image. (b) Pixel segmentation from U-Net. (c) Manual tracing. (d) The overlay
shows the main vessels are accurately segmented but some smaller branches are not.
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On the other hand, we find using the automated segmentation to train a neural

network limits the performance of the deep-learning network. To further improve

the performance of the approach, a better way to generate tracing labels for the

microvascular network could potentially improve the segmentation. Alternative loss

functions (such as Dice coefficients) and replacement of some of the layers may also

help.

In conclusion, comparing to the traditional multi-stage model-based approaches

with hard-coded parameters and filters, our approach is fully automated and shows

the ability to simultaneously segmenting multiple structures reliably in FA images.

Also, comparing to approaches only using deep-learning networks in other medical

imaging applications, by using an interactive approach to generate training data, we

can more easily create references as training data.
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CHAPTER 5
ANALYSIS OF MICROVASCULAR DENSITY IN LOW SIGNAL

HUMAN OPTICAL COHERENCE TOMOGRAPHY ANGIOGRAPHY
IMAGES (AIM 2)

5.1 Introduction

Traditionally, fluorescein angiography (FA) is widely used for assessing retinal

micro-circulations. However, this technique is invasive and doesn’t distinguish mi-

crovasculature in superficial retinal layers from the deeper plexus. OCT angiography

(OCTA) is a modality increasingly used for assessing retinal vasculature pathologies

in retinal studies [26–28].

Case studies of radiation retinopathy (RR) such as [9, 10, 24] have shown the

effectiveness of OCTA for early diagnosis. There are also studies [7,8,15,97,98] that

use automated or semi-automated approaches to quantify vesselness. However, there

are two problems with these approaches:

1. All the studies related to RR only use 3 mm× 3 mm images. Fig 5.1 shows an

illustration of differences between a 3 mm × 3 mm and 6 mm × 6 mm field of

view. 3 mm×3 mm images sometimes are too small to give an overall judgment

for macular status.

2. None of the approaches mentioned above are evaluated against manual measure-

ments. The validations are based on statistical significance between different

subjects or different eyes.

To address the problems mentioned above, the goal of this chapter is to develop

and evaluate methods to quantify microvasculature in 6 mm × 6 mm OCTA en-face

images. There are three approaches developed and compared for this purpose:

• Baseline approach: This is a slightly modified version of the AngioVue soft-

ware. By using contrast limited adaptive histogram equalization (CLAHE) to

enhance the images, intensities in each image are more evenly distributed than
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6×6 vs 3×3  1547027OS
6×6mm border

3×3mm border

Figure 5.1: An illustration of 6 mm × 6 mm (in blue box) versus 3 mm × 3 mm (in
red box) field of view in a RR patient. The yellow circles show example regions of
interest outside the 3 mm× 3 mm region where there may be capillary loss.
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the original image. This is a representative method that directly enhances the

pixels in the OCTA en-face image for analysis.

• Hessian-based approach: Hessian filters are used to detect vessel-like struc-

tures in the OCTA images, and then skeletonization is applied for a unified

vasculature appearance. This is a method for detection of vessel-like structures

in the images.

• Deep-learning approach: Based on the Hessian-based approach, some of the

false positives are cleaned up, followed by training a pixel-based classifier to find

the regions with vessels. This approach shows the ability to detect vasculature

with machine learning.

On the application side, there are two main distinctions in this study. Because

the smaller field of view with 3 mm× 3 mm (and 3 mm× 3 mm× 2 mm for volumet-

ric data) may not show enough information of a patient’s macular status, the input

images we use for the baseline approach are 6 mm × 6 mm 2D en-face images, and

6 mm × 6 mm × 2 mm volumes for the Hessian-based and deep-learning approaches.

Also, in contrast to many other approaches focusing on assessment of the statisti-

cally significant differences between diseased and control images, we evaluate these

approaches by how good they predict avascular regions in each macular en-face image.

5.2 Baseline approach

For the baseline approach, we use a simple approach based on the commercially

available AngioVue analysis with slight improvement. To our best knowledge, An-

gioVue or AngioVueHD (a higher resolution software update from AngioVue) do den-

sity measurements by directly apply blurring filters for the vessel density. However,

as seen in Fig. 5.2(a), the large vessels take a prominent place in the image and tend

to be clearer and brighter than the microvascular networks. Therefore, the commer-

cial software tends to overestimate the larger vessels and show a higher measurement
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(Fig. 5.2(b)). Also, because some parts of the microvascular plexus are dimmer than

others, a direct measure will also overlook such regions and classify them as low

density.

As a result, instead of directly applying filters on en-face images to generate

density maps, we enhance the images to more consistent intensities. For this approach,

we use CLAHE [78] for a more uniformed contrast in the different region of the

image. To be more consistent with analysis from AngioVue, we use the en-face images

generated directly generated from the software as inputs. The result is directly used

as the baseline for the effectiveness of microvascular measurements. Fig. 5.3(d) shows

an example result of the process. This is also consistent with studies such as [7,15,99]

that use some variations of the baseline approach with intensity-based enhancements

for the analyses.

5.3 Preprocessing from raw data for the
Hessian-based and deep-learning

approaches

In each OCTA scan, there is a volumetric structural SD-OCT scan showing the

macular tissue and a corresponding split spectrum amplitude-decorrelation angiogra-

phy (SSADA) scan showing the vesselness. For the other two approaches, we use the

raw SD-OCT and SSADA data to segment and form the en-face projection angiogram

of superficial layers.

More specifically, we first decode the raw SSADA data into OCTA projection

image form. To get the layer information, here we segment surfaces in the cor-

responding SD-OCT volumes in the dataset with graph-based layer segmentation

algorithms [54, 57]. The outer surfaces are first segmented, and inner surfaces are

then segmented. We can segment up to 10 layers in the SD-OCT volume with the

graph-based approach.

Since the raw SSADA volumes precisely correspond to SD-OCT volumes, we use



www.manaraa.com

46

(a) (b)

(c)

Figure 5.2: OCTA superficial en-face images and analysis. (a) The en-face image
directly from AngioVue software. (b) The density heatmap of (a) generated from
AngioVue. (c) The enhanced en-face image with CLAHE.
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the layer segmentations to measure vessels in different retinal layers. In this approach,

we follow the definition from Camino et al. [97] and use the superficial layers as

the combination of retinal nerve fiber layer (RNFL) to inner nuclear layer (INL).

Fig. 5.3(b) shows the SSADA information overlaid on a b-scan showing the vessel

responses in the corresponding layers. To generate the projection images, we use the

maximum intensity in each column in the layers. An example result can be seen in

Fig. 5.3(d).

We notice that the projection images directly generated from SSADA are not very

balanced in the intensity distribution. We also see that this is also correlated with the

intensity of the corresponding structural OCT en-face projection images. As a result,

we use the projection image (Fig. 5.3(c)) of the corresponding layers of the structural

OCT to compensate the intensities. Median filters are first applied to the projection

image to avoid introducing noise to the OCTA en-face image. Histogram equalization

is also adopted to enhance the contrast for the image. The OCTA en-face image is

then multiplied by the processed image with additional constants:

proj(x, y) = (2− 0.9 · projoct(x, y)) · projocta(x, y), (5.1)

where projoct(x, y) is the structural OCT projection image, projocta(x, y) is the OCTA

en-face image, and proj(x, y) is the compensated image from OCTA en-face projocta(x, y)

at each pixel location (x, y). Both projoct(x, y) and projocta(x, y) are normalized to

(0, 1.0) intensity range before calculation. The constants for the process are experi-

mentally determined by testing different combinations. Fig. 5.4(a) shows an example

result of the process.

Because the deep learning approach we use prefers a resolution divisible by 32,

the generated en-face images are unified to 480× 480 resolutions by upsampling with

cubic spline interpolation to preserve more details.
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(a) (b)

(c) (d)

Figure 5.3: An example of OCTA image. (a) SD-OCT b-scan with SSADA as an
overlay in red scatters. (b) The same b-scan showing the superficial layers used in
this study. The superficial layers are shown between red and green boundaries, and
only SSADA information between the boundaries are used. (c) The projection image
of the superficial layers of the structural SD-OCT volume indicated in (b). (d) The
corresponding en-face projection angiogram.
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(a) (b)

Figure 5.4: Measurement of microvasculature in OCTA images. (a) An OCTA en-face
image generated with preprocessing steps from Section 5.3. (b) The microvascular
network shown in green as overlay on the en-face image.

5.4 Hessian-based segmentation

The Hessian-based analysis is adopted in a number of approaches [97,98] for anal-

ysis of vesselness and has been proven to be effective detecting “tubular” structures.

As a result, similar to what is described in Section 4.2.1, in the second model-based

approach we use filters by Frangi et al. [77] to segment the microvasculature in the

en-face images.

Because the microvasculature should have a similar thickness, we also perform

skeletonization and additional morphological post-processing to unify the thickness

to one pixel; a similar approach is also used in work like [10]. This also minimizes the

effect of large vessels because all vessels become one-pixel thick. Fig. 5.4(b) shows

the microvascular network in the projection image.

5.5 Deep-learning segmentation

The Hessian-based segmentation works well in many of the images. However, in

some of the more noisy images, such analysis shows regions with false positives as
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shown in Fig. 5.5(b). Directly removing these segments will also greatly reduce the

true positives in some low SNR images.

From our experience, the model-based approaches have a difficult time balancing

sensitivity and specificity, because the microvasculature in many of the images we use

is very similar to speckle noise. Also, the results are highly dependent on the noise

level in the pre-processed data. For instance, a change in the histogram equalization

or compensation function gives a completely different analysis.

As a result, in this section, we train a machine-learning classifier to automatically

segment the microvasculature. We follow the approach from the previous chapter and

train a deep network with the manually corrected Hessian-based segmentation.

An illustrative graph of the approach can be seen in Fig. 5.6. The U-Net basic

structure here is similar to the network used in Chapter 4. The projection images

directly generated from SSADA without enhancement (as shown in Fig. 5.3(d)) from

Section 5.3 are used as the inputs to the network. For the training reference data,

the results from Hessian-based segmentation with manual corrections are used. As

seen in Fig. 5.5, we only manually remove the apparent false positives because it is

impossible to trace the vessels accurately in a large number of training images.

The main differences from the network in the last chapter are the output format

and the loss function when training. The loss function used in the previous chapter

is similar to U-Net and FCN [2, 71]. With the output layer as a Softmax nonlinear

function, the output has to be at least two channels, with the channel-wise summation

of 1.0. In this work, we use a Sigmoid function as the final layer to output a probability

map. This simplifies the process and outputs a single class, instead of background

and foreground by Softmax as in the last chapter. As a result, the loss function is as

follows:

Lx = −mean(y · log σ(x) + (1− y) · log(1− σ(x))), (5.2)
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(a)

1147072 OS

False positives

(b)

(c)

Figure 5.5: Manual corrections of false positives in Hessian-based segmentations. (a)
An example OCTA en-face image. (b) The microvascular network is not correctly
segmented in some of the regions. (c) The new microvascular measurement with
manually removed false positives.
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Figure 5.6: The flowchart for segmenting microvasculature with deep learning. The
results from the Hessian-based approach and corrected and used as labels for training.

where σ(x) = 1
1+e−x is the Sigmoid function and the y is the truth.

Also, instead of using the enhanced en-face image with CLAHE, we use the orig-

inal en-face image. This is because although the contrast between vessel and back-

ground is increased due to the operations, there is a loss of information that may be

needed. An example probability map from this process can be seen in Fig. 5.7.

5.6 Experimental methods

Eighty-six macular scan sets with AngioVue generated en-face images of superfi-

cial layers, structural SD-OCT volumes, and the corresponding SSADA data from OD

and OS from 43 human subjects are involved in the study. Within the subjects, 32

are RR patients and 11 are control cases. All the images are acquired with AngioVue

(Optovue, Inc., Fremont, CA). All procedures involving human subjects in this study

were approved by Institutional Review Boards (IRB) and the Human Subjects Office

at the University of Iowa.

Different from previous studies [9,10,24] with 3 mm× 3 mm physical dimensions,

all of the images used in this study all have 6 mm× 6 mm dimensions. The SD-OCT

volumes have 400× 400× 640 or 304× 304× 640 resolutions and the SSADA scans

are 400×400×160 or 304×304×160 covering the same 6 mm×6 mm×2 mm retinal
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Figure 5.7: An example result of the deep-learning segmentation with predicted map
overlaid on the enhanced en-face image.
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regions. The control scans used in the study are all acquired by AngioVueHD with

400× 400 resolution. For the RR patient, images from 6 patients are with AngioVue

with 304× 304 and the rest are AngioVueHD.

For evaluation, traditionally, the segmentations are directly compared to the cor-

responding manual tracings. In the last chapter in our evaluation of microvasculature

segmentation, since it was difficult to directly trace the whole images, we compared

our results to randomly traced tiles. However, with this dataset, direct delineations

of microvasculature are not achievable in many of the en-face images because of very

low quality en-face images. Also, alternative evaluations by comparison of the signif-

icant difference between patients and controls are too ‘weak’ to differentiate the three

approaches we developed.

As a result, we evaluate the effectiveness by assessing the approaches’ ability to

predict the avascular zones in the en-face images. These avascular regions in each

image are traced and corrected by experts. Fig. 5.8(b) shows an example tracing of

these regions. Based on the vessel segmentations from each approach, we generate

a probability map of capillary loss regions, as discussed in more details below. The

generated predictions are then compared to the manual tracings.

Specifically, in order to do the comparison with quantitative measurements, here

we apply a simple unified super-size averaging filter to the resulting vesselness maps

from each approach to blur the detailed microvasculature and generate the predic-

tions. Then we apply different thresholds to the predictions so that regions with no

vessels can be distinguished from regions with microvasculature. Pixel-wise differ-

ences between the results and manual tracing are used to generate ROC curves. The

results are compared using the area under the curves of the ROC (AUCs). Statis-

tical significance between different ROC curves are also computed using bootstrap

statistical tests [100] using pROC package [101] in R.

For the dataset separation, because the approaches include traditional model-
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(a) (b)

Figure 5.8: The tracing of avascular region (b) in the OCTA superficial en-face image
(a). The avascular regions are marked in red.

based methods and a machine learning approach, we divide the dataset into training

and test sets. We evaluate all of the approaches with the test set. A total of 20

OS and OD images from 10 randomly chosen subjects are used as the test data.

The baseline, Hessian-based, and deep-learning approaches are run and compared

with manual tracings on the test dataset. The remaining 66 images are used as the

training set to train the deep-learning approach.

Also worth mentioning, to train the network in the deep-learning approach (Sec-

tion 5.5), Adam optimizer is applied with a learning rate of 1e-4. A total of 1200

epochs are used for the total training on a Nvidia GeForce Titan GPU. It takes around

1.5 hours to train the network.

5.7 Results

Example result images for evaluation and the manual tracing of avascular regions

can be seen in Fig. 5.9. Qualitatively, the method with deep learning generates the

best overall result and is most consistent with the manual tracing. It has a clean

background and fewer false positives. For the baseline approach, although we use
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(a) (b)

(c) (d)

(e)

Figure 5.9: Example evaluation images for each approach and the manual tracing
reference. (a) An example OCTA en-face image to be evaluated. (b) The filtered
en-face image with the baseline approach. (c) The corresponding result image for the
Hessian-based segmentation. (d) The result for the deep-learning approach. (e) The
manual tracing.
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Figure 5.10: The ROC curves for different approaches.

adaptive histogram equalization to balance the intensities, there are regions that

have vessels with dim and background regions with bright appearances. This makes

it harder to generate a precise prediction of avascular areas. For the Hessian-based

approach, it generates better results than baseline, but still has bright false positive

regions in the manually traced avascular regions. The problem is that it is difficult to

balance the false positives and true positives with the Hessian-based approach, and

in some cases (Fig. 5.5(b)) false positives are inevitable.

Quantitative evaluation of ROC curves of these methods is as shown in Fig. 5.10.

Each pair of the approaches are significantly different with p < 0.05 with boot-

strap statistical tests. This confirms the qualitative observations. The deep-learning

method gives the best prediction of avascular regions with 0.95 AUC, much better

than the other two analysis. It also shows that pure intensity-based approaches (sim-

ilar to the baseline approach) may not fit very well for analysis of vascular densities

with AUC of 0.77.
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5.8 Discussion, limitations & conclusions

With the current OCTA technology, microvascular patterns are not very visible in

the en-face images. This makes direct segmentation and evaluation of microvascular

challenging. In this chapter, we develop and compare three approaches including two

model-based approaches and a new deep-learning approach to segment microvascula-

ture. Although studies such as [7, 99] use similar methods to the baseline approach,

our results show that this approach performs poorly in distinguishing avascular re-

gions from regions with microvasculature (AUC = 0.77). For the Hessian-based ap-

proach, to our best knowledge, there is no work that uses similar approaches to

segment microvascular networks in RR patients. From the ROC analysis, we see this

method gives better performance than the baseline approach in distinguishing vascu-

lature states, and is simpler to implement than the deep-learning approach. However,

OCTA en-face images from RR patients are often a lower quality compared to control

subjects (such as shown in Fig. 5.11). This makes it hard to separate blood vessels

from noise with model-based approaches.

We also show that, with the deep-learning based approach, the problem with the

previous approaches can be solved. This machine-learning approach can directly learn

from manually corrected vesselness maps without any prior knowledge and gives an

accurate prediction of the microvascular network. The results show that for detection

of avascular regions, the deep-learning based approach gives a significantly better

result than the other two approaches.

On the other hand, this work shows limitations of current frameworks. First, a

main problem we have is that some of the images have very low SNR ratio such as the

example shown in Fig. 5.12. It is impossible to give meaningful predictions of actual

microvasculature in such scenarios. For instance, even after manual corrections, the

Hessian-based results can only give a vascular prediction map that shows a strong

correlation to the microvascular density, instead of direct vesselness predictions, as
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Figure 5.11: An example OCTA en-face image from a control subject.
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(a) (b)

Figure 5.12: An example of a bad quality OCTA en-face image (a) and the corre-
sponding detected vessels with Hessian filters (b).

shown in Fig. 5.12(b). Also, with the deep-learning method, the quality of training

data is a major limitation. Because it is very hard to give an accurate depiction of

the microvascular network, for the training data, we are only able to remove the false

positives mainly in the avascular regions according to the tracings of these regions.

This would result in inaccuracy especially in low SNR ratio images.

As a result, to address these problems, we will develop a new approach to auto-

matically segment the regions with a deep learning in next chapter as a follow up.

Instead of predicting vascular networks, the future approach will focus on the direct

analysis of regions of different microvascular states.

In summary, we have developed and compared three automated ways to predict

vesselness in OCTA en-face images of RR patients. Our best result shows the vessel-

ness prediction can accurately predict avascular regions against regions with microvas-

culature. This is also the first study to compare multiple automated approaches and

their effectiveness to predict microvasculature in RR patients. Our approaches and

validations can potentially enhance the clinical studies and help diagnosis of radiation
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retinopathies.
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CHAPTER 6
REGION ANALYSIS FOR OCTA EN-FACE IMAGES (AIM 2)

6.1 Introduction

In the previous chapter, we followed the idea to directly segment microvascular

network in RR patients. However, the quality of images varies especially in RR

patients, and this makes a direct depiction of vessels not feasible. Fig. 6.1 shows

an example comparison of a good quality en-face image (Fig. 6.1(a)) and an image

with an indistinguishable microvascular network (Fig. 6.1(b)). These differences are

not isolated phenomena in our dataset. Images in a case study of RR patients such

as [24] also shows varying of image qualities. This also makes it difficult to balance

sensitivity versus specificity when using the Hessian-based approach. Because the

results from Hessian-based approach is used as the training data, this can also affect

the results of the deep-learning approach.

On the other hand, to analyze the regions of capillary loss and the overall severity

of vascular dropout, we used additional postprocessing such as supersized filters to

generate density maps and predicted avascular regions from the maps. This is a

more complex pipeline and possibly less accurate. Therefore, direct measurements of

regional microvascular state may make more sense.

We also noticed some analysis from OCTA case studies that experts’ evaluation

of RR severities [24] focuses on the regions with capillary loss or no capillaries. As

a result, here we introduce a new deep-learning based approach for region analysis.

More specifically, an approach to directly segment the normal and abnormal regions

from the OCTA en-face images using deep learning is developed.

The purpose of this chapter is to train a single deep-learning network to simultane-

ously segment avascular regions, regions with capillary dropout, and capillary-dense

regions. To achieve this goal, some modifications have been made to the network for

this purpose.
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(a) (b)

Figure 6.1: A comparison of en-face images in the dataset. (a) An example image
from control subject showing vessels clearly. (b) An image from RR patient with
motion artifact and not directly visible capillaries.

6.2 Network overview

The overall network structure of this work is shown in Fig. 6.2. This approach

takes the OCTA en-face image with no enhancement and trains the U-Net for sep-

arating avascular regions, regions with the capillary dropout, and capillary-dense

regions.

Here we use the basic structure of VGG11 [85] with corresponding deconvolution

layers, similar to Chapter 4. The main modifications are changing the convolutions

in some of the layers to be dilated convolutions introduced by Yu et al. [102]. This

approach enables larger receptive field for the network without additional parameters

to be learned. We also use a different loss function for training.

6.3 Data augmentation

For preprocessing, we use similar input as in Section 5.5. In addition to the data

augmentation methods used in Chapter 4, through experiments, we find that the

elastic transformations in augmentations give better results for training than only
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Figure 6.2: The modified version of U-Net with dilated convolutions used in this
work.

random flipping and cropping.

Specifically, we use the elastic distortion method mentioned in a 2003 ConvNet

paper by Simard et al. [103]. Random displacement fields are first generated with

∆x(x, y) = δx and ∆y(x, y) = δy. For each pixel location (x, y) in the original image,

the corresponding pixel in the warped image is shifted by (δx, δy) from its original

location. A Gaussian filter with random σ is then applied to the random displacement

fields to create elastic deformations to the training images. An example of this process

is shown in Fig. 6.3.

This elastic distortion method is incorporated after the data augmentation tech-

niques we developed in the previous chapter to generate the input training data.

6.4 Dilated convolution

In previous chapters, the segmentations are mainly using local information to find

vessel-like structures. In this section, however, more global information is needed

for determining if a region only has sparse or dense vessel-like structures around it.
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(a) (b)

Figure 6.3: An example process of elastic distortion. (a) The image before distor-
tion, with displacement field overlay as red grids. (b) The distorted image with the
corresponding displacement field.

This requires a larger effective receptive field [104] to let the network perceive more

information around each pixel. As a result, we modify the U-Net to have a larger

receptive field.

However, simply increasing the depth of network or expanding the size of convo-

lutions (to, for instance, 5× 5 convolutions) will increase the memory usage, and the

number of parameters to train. Dilated convolution (a.k.a Atrous convolution) [102]

are designed to solve such problems. Fig. 6.4 shows an example of dilated convolu-

tion with dilation factor of 2 (Fig. 6.4(b)) compared to the normally used convolution

(Fig. 6.4(a)). The two convolutions have the same number of learned parameters, but

the dilated convolutions can cover more area around each pixel by sampling with skips.

This convolution model gives very good segmentation results and is widely adopted

in semantic segmentation or scene parsing tasks in natural images [102, 105–107].

Therefore, we change the conventional 3×3 convolutions in our previously developed

U-Net to 3× 3 with 2 dilation. The convolutions shown in blue arrows in Fig. 6.2 are

now dilated convolutions with kernel dilation of 2.
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Dilated Convolution

O. Ronneberger, et. al, “U-net: Convolutional networks for biomedical image segmentation,”. Springer, 2015, pp. 234–241
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Figure 6.4: A normal 3 × 3 convolution (a) and 3 × 3 convolution with dilation=2
(b).

6.5 Loss function

In this study, we also extend the loss function for the training of the network.

Normally, the output of the probabilities is determined by a combination of Softmax

function and multinomial cross-entropy, as seen in Chapter 4.

In the last chapter, we already used Sigmoid + BCE loss for segmenting a single

class. In this section, we use this for additional reasons. Softmax works as mutual

exclusion, meaning for each pixel, the classes will compete against each other and

the network will only favor one type of class. More details are discussed by He et

al. [108] in his Mask R-CNN work. In our study, we want to allow the network

to simultaneously pick multiple classes when necessary, since the classifications are

sometimes not absolute for each pixel. Here we apply Sigmoid layer for probability

generations, and BCE for loss, as follows:

LBCE = −
∑
i

(yi · log σ(xi) + (1− yi) · log(1− σ(xi))), (6.1)

where xi is the predicted value for each pixel and yi is the manual label. Also, our
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initial experiments show the necessity of assigning a weight for the loss of each class,

otherwise part of the avascular region will sometimes be overlooked. In practice,

pixels classified as avascular regions are weighted three times larger than the other

two classes.

In addition, some experiments by Iglovikov et al. [90] and Milletari et al. [86] has

shown the effectiveness of Dice coefficient loss. It can be defined as intersection-over-

union (IoU) and measures similarity between a number of sets. Because the discrete

Dice coefficient is not differentiable, the version we use as loss function is a soft Dice

loss coefficient:

LDice =
Intersect

Union
=

2 ·
∑
yi · xi + α∑

yi +
∑
xi + α

, (6.2)

where α = 1 is a Laplace smoothing constant that could prevent division by zero and

avoid overfitting.

For the final loss, we join the two losses as:

Lall = LBCE − ln (LDice). (6.3)

With a combination of BCE loss and Dice loss, we can simultaneously maximize

the per-pixel prediction as well as the overall intersection between the predicted prob-

ability map and the manual tracing.

6.6 Experimental methods and results

Similar to the previous chapter, the same 86 macular en-face images of superficial

layers generated from SSADA data are used in this study. All the en-face images

used in this experiment are also unified to 480 × 480 resolutions with cubic spline

interpolation upsampling.

In addition to the tracings we did in the last chapter, we separate the en-face

images into capillary-dense regions, dropped capillary regions, and avascular regions.
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All three regions in each image are manually traced. These tracings are used as both

references for training as well as the truth to compare with using ROC curves. AUCs

are also calculated.

Because we are also generating results to be used in next chapter for analysis for

all the subjects in the study, a 10-fold analysis is applied to get predictions on all the

images we have. The first 7 folds have 78 images from 39 randomly chosen subjects

as training and 8 images from 4 subjects as the test set. The remaining 3 folds have

76 images and 10 images as training and test set.

To train the network, we use Adam optimizer to train the network with an initial

learning rate of 1e-3. The learning rate changed to 1e-4 after 200 epochs and 1e-5

around 800 epochs. A total of 1000 epochs are used for the total training on a single

Nvidia GeForce 1080 Ti GPU. Additionally, we don’t see much overfitting, and thus

we do not use a validation set when training. It takes around 2 hours to train one

network, and approximately a day needed to train all the U-Nets for the experiment.

On the testing phase, each image takes about 0.1s to run on GPU and 5s to run

on a CPU.

An example of the original image, the manual tracing, and the corresponding

result can be seen in Fig. 6.5. Visually, this approach offers clean predictions for

avascular regions marked in red. The regions are also slightly more consistent and

detailed than manual tracings. On the other hand, the predicted capillary-dropped

regions in orange are less confident and have multiple misclassified regions.

The ROC curves of the segmentations are shown in Fig. 6.6. Among the ROCs, the

prediction of avascular regions shows the best AUC of 0.97. This is also higher than

the best result we obtained from the last chapter. The capillary dropout prediction

generally gives a worse performance of 0.93 AUC.
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(a) (b)

(c)

Figure 6.5: The results from the proposed deep-learning approach. (a) The enhanced
en-face image. (b) The manual tracing for the image. (c) The segmentation result of
the three classes.
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Figure 6.6: The ROC curves for normal, capillary dropout, and avascular regions.

6.7 Discussion, limitations & conclusions

An approach to directly find regions of different microvascular states is proposed

in this chapter. This gives a more promising result compared to the last chapter.

Moreover, less postprocessing will be needed to get the regions of abnormals. For

instance, enlargement of the foveal avascular zone is an early indicator of RR, and

with microvascular network directly segmented using the approach from the prior

chapter, the delineation of the foveal avascular zone is still needed. On the other

hand, the region-based approach can directly generate the area and the shape for a

clinician’s further analysis.

For the U-Net structure used in this study, we also considered adding residual

blocks by He et al. [109]. Although some of the segmentation approaches in medical

imaging [86–88] adopted residual blocks into U-Net, such a structure is normally used

to train very deep networks (ResNet34, ResNet101, etc.) and is effective for avoiding

severe overfitting. In cases of U-Net, it is first not as deep as networks for image
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classifications. It is also not easy to overfit, which would limit generality. Moreover,

none of the approaches mentioned above specifically compared the performance of

similar structures with and without residual blocks. As a result, we didn’t deploy

residual layers as part of the network we develop.

According to the ROC curves in Fig. 6.6, the simultaneous segmentations gives the

best prediction for avascular regions and the worst prediction for segmenting capillary-

dropped regions. By qualitatively comparing predictions with manual tracings, we

find that the segmentation results tend to have more details and predicted regions

make better sense than our manual tracings in some cases. Also the confidence level

for these predictions (shown as lower intensity in Fig. 6.5(c) and Fig. 6.7(c)) are lower

than the prediction of the other two regions for the most part. This is because the

tracing is more subjective than the tracing of avascular areas and sometimes hard to

distinguish capillary-dropped regions. We think the main bottleneck is obtaining a

more formal and consistent definition for the three region classes and tracing them

more accurately. A better tracing could help the network get better results.

On the other hand, since there is still a limited number of training images, some

cases may not be properly trained. Fig. 6.7 shows an example of such cases. The

probability prediction map shows a very different result than manual tracing, espe-

cially for the capillary-dropped regions. It may be because that the image is dimmer

than most other images from the study.

When examining the en-face images from healthy control subjects, we also notice

sometimes there are regions with deteriorated signal and quality loss. This can be

hard to distinguish from capillary dropout and sometimes avascular regions on a local

level. An example can be seen as Fig. 6.8. For this specific case, it is hard even for

human experts to classify the en-face image as normal or diseased. If we can take

these phenomena into account, a better approach to automatically analyze these data

may be developed.
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(b)
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Figure 6.7: An example of inaccurate segmentation of capillary-dropped region. (a)
The OCTA en-face images from a healthy control subject. (b) The manual tracing
of capillary-dense regions in green, capillary-dropped regions in yellow, and avascular
regions in red. (c) The corresponding segmentation from the automated approach
showing false positives on the corners.
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(a)

(b) (c)

Figure 6.8: An illustration of local signal drop. (a) shows an OCTA en-face image
from a control subject. (b) and (c) shows the manual tracing and segmentation result.
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In conclusion, the region-based segmentation method developed in this section

gives very accurate predictions for the avascular region in RR study and slightly

worse results in predicting capillary-dropped regions. Compared to the approaches we

developed in the last chapter, it not only has better performance, but the predictions

generated by this approach can potentially be directly used as indications of RR

disease. We will explore the relationship between vascular regions and the RR disease

in the next chapter.
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CHAPTER 7
REGION ANALYSIS FOR OCTA AND STUDY OF DIFFERENCES

BETWEEN AFFECTED AND UNAFFECTED EYES (AIM 3)

7.1 Introduction

Radiation retinopathy (RR) is a condition that usually occurs months or years

after radiation therapy for the eye or the orbit of the eye. Without proper treatment, it

could cause irreversible visual impairment [38,40]. Hence, an accurate measurement of

the severity of RR can help better enable early intervention and assess the effectiveness

of the treatments.

Traditionally, radiation retinopathy is graded with Finger [43] tests using fundus

photographs and Horgan [42] grading using SD-OCT scans. Although OCTA modal-

ity could give an earlier diagnosis of the disease [24], recent automated quantification

studies on RR only show statistical significance of OCTA analysis in affected and

unaffected eyes or the diseased versus healthy subjects [7, 10]. For instance, Zahid

et al. [7] uses fractal dimensional analysis to automatically analyze vascular density

in retinal OCTA en-face images in diabetic retinopathy patients. In this work, only

statistical analyses between patients and control subjects are studied, and the results

show statistical significance in terms of fractal dimensions (FD). A better quantitative

analysis with comparison with expert knowledge is still needed to help understand

the usefulness of the modality.

A direct segmentation of regions with different vascular states is usually not easy

with traditional automated methods. This is because the quality of the scans changes

from scan to scan and it could be non-trivial to find consistent patterns for vesselness.

With the help of deep-learning methods, we are able to identify such regions with

various complex local patterns more easily. In the previous chapter, we developed

an approach to directly measure the regional changes in microvasculature in human

OCTA macular en-face scans.

Because we only evaluated the approach from Chapter 6 on its ability to predict
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the regions with different microvascular states, investigations are still needed for the

correlations between microvascular loss and RR. In this study, we evaluate the rela-

tionships between avasculature area and RR disease based on the algorithm developed

in Chapter 6.

The objective of this chapter is to first analyze the effectiveness of regional vascu-

lar measurements as an indication of RR severity by comparing it to severity rankings

of all the subjects from clinical experts. Then, we study the differences of the mi-

crovascular network in the affected and unaffected eye of the RR patients.

7.2 Comparisons between vascular region
tracing and automated detection with

expert ranking

7.2.1 Methods

The dataset used for this study (previously described in Section 5.6) consists of

en-face images of superficial layers centered at the macula. There are 86 OS and OD

images from 43 subjects acquired with AngioVue or AngioVueHD (Optovue, Inc.,

Fremont, CA) scanner. The subjects include 11 control cases and 32 uveal melanoma

patients with normal or abnormal OCTAs. All the images used in the experiment

have unified 480× 480 pixel resolutions covering regions of 6 mm× 6 mm centered at

the macula.

The hypothesis we are testing in this study is that there is a strong correlation

between the size of microvascular loss regions and RR severities. Hence the manual

tracing, as well as automated predictions of avasculature and capillary dropout, are

used for the study. The automated predictions are obtained using 10-fold cross-

validation so all the images are used in this study. Manual tracings and automated

approach include the mappings of avascular, capillary dropped, and capillary dense

regions in each of the 86 images. To calculate the size of the microvascular loss regions,

the automated probability prediction maps are thresholded to binary predictions with
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0.5 as thresholds. The areas of avasculature and capillary dropout are then directly

calculated with the binary images from the automated approach as well as the manual

tracings. These areas are used as the indicators of RR severities from our region-based

analysis.

In addition, the OS and OD pairs of all subjects in the study are classified by

two clinical experts into normal eyes, where there is no perceivable anomaly, and

abnormals with different level of symptoms related to RR. Furthermore, the experts

also rank both normal and abnormals. For the normals, the rankings are mainly

based on the size of the foveal avascular zone. And for abnormals, the rankings are

based on the diagnosed severity. The images used for ranking are en-face views of

superficial layers directly generated from AngioVue.

There are two analyses done in this part. First, we measure the consistency

between results from our approach and the severity rankings from one expert (expert

1). The manual tracing, the automated predictions for avascular area and capillary

dropped area are compared to expert 1’s ranking. We also compare an alternative

ranking from another expert (expert 2) to expert 1. These rankings are not linearly

correlated with the avascular and capillary dropped areas. Hence, we use Spearman’s

ranking correlation as the metric to compare the different measurements. Second,

we also compare the avascular area in the eyes of abnormals and normals based on

expert 1’s diagnosis. One-way analysis of variance (ANOVA) is applied to quantify

the comparison.

7.2.2 Results

The comparisons of the microvasculature areas and expert’s ranking are shown

in Table 7.1. Specifically, the two columns are the correlation coefficients between

expert’s ranking and areas from manual tracing, as well as areas from automated

segmentations, respectively. And the rows are for the correlations using avascular

and capillary-dropout areas as indicators in abnormal, normal, and all cases.
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Table 7.1: The Spearman’s rank correlations between the areas of
manual tracings and expert 1 ranking of severity results; and be-
tween automated segmentation results and expert 1.

Man. vs. Exp.1 Algo. vs. Exp.1

A
va

sc
. Normal 0.82 0.73

Abnormal 0.71 0.76
All 0.70 0.71

D
ro

p
p

ed Normal -0.07† -0.05‡

Abnormal 0.49 0.53
All 0.53 0.58

† Doesn’t show significant correlation with p-value = 0.73.
‡ Doesn’t show significant correlation with p-value = 0.6.

We see a high correlation between the expert’s ranking to the size of the predicted

avascular area with r = 0.76 in abnormal cases. It shows that the avascular region

size can be potentially used as an indication of the severity of RR disease. Capillary

dropped area also plays a minor role in the analysis since it shows r = 0.49 and r =

0.53 correlations for manual tracing and automated detection, respectively. However,

the capillary dropout regions have weaker relationships to the severity of RR than

avascular area. For this reason, we will only explore the avascular area in next section.

The automated approach also shows slightly higher correlations than manual tracings

in both avascular and capillary dropout regions. This is qualitatively consistent with

our observation that the prediction maps are slightly better than the tracing.

For the images determined as normal, experts rank the images based on the size

of the avascular area (specifically the size of the foveal avascular zone). As a result,

the size of the avascular region is highly correlated to expert analysis. This also

means that the area measurements of capillary dropout regions are not related to the

ranking. A non-significant correlation (p-value > 0.05) between the capillary dropped

area with the ranking is consistent with this theory.
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Table 7.2: The Spearman’s rank correlations between expert 1 and
expert 2 severity rankings. The labels of normal and abnormal eyes
are according to expert 1 classification based on OCTA en-face im-
ages.

Correlation

Normal 0.84
Abnormal 0.84

All 0.86

On the other hand, as shown in Table 7.2, the correlation coefficients between

two experts are higher than both manual tracing and automated segmentation of

avascular regions. There are a few possible reasons for the lower correlation based

on region-based analyses. One main reason is that we currently don’t incorporate

both avascular and capillary dropped areas to form a single measurement. Also,

the shapes and locations of vascular changes could play a part in human decisions.

Another reason could be portions of manual tracings are inaccurate or inconsistent,

especially for the partial capillary dropped regions. Future improved manual tracing

and better algorithms, as well as methods to incorporate both avascular regions and

capillary dropped regions, could potentially improve the approaches to achieve results

closer to the human level.

Fig. 7.1 and Table 7.3 show the size and distribution of the avascular regions.

With ANOVA test, the sizes of avascular regions in abnormal and normal cases are

significantly different with p-value< 0.05 (p = 4.3e− 6). This result also shows that

the area of avasculature can act as an indication of RR disease.
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Figure 7.1: A comparison of avascular area between expert’s diagnosis of normals and
abnormals.

Table 7.3: Sizes of avascular area of expert’s diagnosis of nor-
mal and abnormal (Mean ± SD).

Normal Abnormal

Avasc. Area 0.39± 0.3 mm2 4.86± 6.88 mm2
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7.3 Analysis of the differences between affected
and unaffected eyes

7.3.1 Methods

For this study, the same dataset is divided based on healthy control subjects and

uveal melanoma patients. The patient OCTA images are further divided into two

classes. If both eyes are diagnosed by expert 1 as normal, then the patient is classified

as a patient with normal OCTA. These patient are either uveal melanoma patients

before radiation treatments or post-treatment patients with no apparent capillary

loss. If either eye or both eyes are diagnosed as abnormal, the patient is a patient

with abnormal OCTA.

The goal of this section is to explore the differences between the irradiated eye ver-

sus the unaffected eye in terms of the avascular area differences. To achieve this goal,

the absolute difference between the area (in mm2) of avascular regions are calculated

for each of the 86 subjects. These differences for healthy subjects, uveal melanoma

patients, patients with normal OCTA en-face images, and patients with abnormal

OCTAs are plotted and compared. We expect significant differences between the pa-

tients with abnormal OCTAs and the control subjects. We also expect to not obtain

a statistically significant difference between controls and patients normal OCTAs.

7.3.2 Results

Fig. 7.2 shows differences of the avascular area in healthy subjects, all uveal

melanoma patients, patients with abnormal OCTA en-face images, and patients with

normal OCTAs. Visually, it shows a very similar distribution between healthy sub-

jects and patients with normal OCTAs. And for healthy subjects and patients with

abnormal OCTAs, the range of data and distributions are very different. The differ-

ences for each subject is also plotted in the chart, shown as red dots. We can see most

patients with abnormal OCTAs show higher differences between left and right eyes in

terms of the area of avascular regions. However, it also shows that for a small fraction
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Figure 7.2: Area differences of avascular size in controls, patients, and patients with
normal/abnormal OCTA en-face according to expert 1 analysis.

of the patients there are only very small differences for the avascular areas similar

to normal cases. For these subjects, the main contributor to the diagnosis is the

capillary dropped area and further studies are needed to make a better classification.

Table 7.4 confirms the observation with mean and standard deviations. Patients

with abnormal OCTAs have a mean avascular area difference of 6.17 ± 7.31 mm2

compared to 0.15±0.35 mm2 for the patients with normal OCTAs. It also shows that

the distribution for patients with normal OCTAs is very similar to healthy subjects

with 0.16 ± 0.4 mm2 differences. With ANOVA tests, the null hypothesis cannot

be rejected with p-value = 0.08 between healthy subjects and all patients. After

excluding the patients with normal OCTAs, the p-value reduced to 0.01 and smaller

than 0.05. The tests also show that the p-value between healthy subjects and RR
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Table 7.4: Avascular area differences between two eyes of controls,
patients, and patients with normal/abnormal OCTA en-face images
(Mean ± SD).

Number of Subjects Avasc. Area Diff.

Controls 11 0.16± 0.4 mm2

Patients 32 3.72± 6.37 mm2

w. abnormal OCTA 19 6.17± 7.31 mm2

w. normal OCTA 13 0.15± 0.35 mm2

patients with normal OCTAs is 0.93 and was consistent with our expectations.

Overall, by analyzing the differences of the avascular area in healthy subjects and

uveal melanoma patients, the results show statistical significance between healthy

subjects and patients with abnormal OCTAs. This is consistent with our hypothesis.

7.4 Discussion, limitations & conclusions

In this chapter, in order to investigate the method developed in Chapter 6 and

its ability to predict the severity of RR disease, we compared both the manual and

automated regional vascular measurements to the severity ranking from clinicians.

The automated segmented avascular areas show high correlations and sometimes bet-

ter than manual to expert rankings. We also compare the OS and OD of healthy

subjects and uveal melanoma patients in terms of avascular region differences. The

results show that when we exclude patients with normal OCTAs diagnosed by an

expert, the difference of avascular area shows statistical significance. It confirms the

effectiveness of using the avascular area as an indicator of RR disease.

This study also shows some limitations compared to the automated analysis. Com-

paring to experts’ analyses, our approach shows less correlation with expert’s diag-

nosis than the correlation between two experts. We think the main reason for this

is that area of avascular is not the only factor for clinicians’ diagnosis and capillary
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dropped regions also at least play a part in human decisions. By improving manual

tracing and incorporating both avascular regions and capillary dropped regions, the

automated analysis can be improved closer to the human level in future work.

In summary, this pilot study verifies the potential effectiveness of using retinal

avascular areas to predict radiation retinopathy. It shows encouraging results for

using an automated approach to potentially be used to help analysis and diagnosis

of this disease. Although the result of the automated analysis is worse than human

experts for diagnosis of radiation retinopathy, it still shows high performance for

predicting sickness and can be used as a baseline for future improvements.
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CHAPTER 8
CONCLUSIONS

To summarize, this PhD work explored approaches for analyzing retinal microvas-

culature in mice and humans. By using deep learning, our work shows that many

previously hard-to-segment tasks can be directly achieved.

As a review, the aims achieved in this thesis are mainly three-fold, as follows:

• Aim 1: Here we develop approaches measuring different retinal structures in

mouse FA images. We first develop a model-based approach to roughly segment

main vessels and the microvascular network. Then the results are interactively

corrected to train a deep learning based approach to segment the optic nerve

head (ONH), main vessels, and the microvascular network simultaneously.

• Aim 2: We also develop deep-learning based approaches to measure the mi-

crovasculature in human optical coherence tomography angiography (OCTA)

data. The retinal surfaces in corresponding structural OCT volumes are first

segmented. Then, three automated approaches are developed and evaluated for

directly segmenting microvasculature in OCTA en-face images. Finally, we also

develop and evaluate an alternative approach to simultaneously find avascular

regions, regions with capillary dropout, and capillary-dense regions.

• Aim 3: At last, we analyze the regions segmented in Aim 2 and compare them

to experts’ analysis of the severity of radiation retinopathy. We also compare

the differences of affected and unaffected eyes in radiation retinopathy patients

and normal subjects as a clinical related application.

In Chapter 4, we developed an automated approach with semi-automated and

deep-learning components to accurately segment retinal structures including ONH

region, main vessels, and the microvascular network in mouse FA images (Aim 1). To

achieve this goal, a semi-automated approach was first developed to get the retinal
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structures. We then used the results from the semi-automated part to develop a deep-

learning based approach to accurately segment these structures. The results show

very high AUCs (> 0.95) for segmenting each of the structures. Also, by generating

training data interactively, our approach minimizes the efforts to manually trace the

data.

Chapter 5 further explored the microvascular segmentation in the recently devel-

oped human OCTA modality. We developed and compared three approaches includ-

ing two baseline approaches and a deep-learning approach for predicting microvascular

network. The results show that with an AUC of 0.95, the deep-learning based ap-

proach performs significantly better than the baseline and Hessian-based approaches.

It also shows that the baseline approach performs poorly on distinguishing avascular

regions from regions with dense microvasculature (AUC = 0.77). To our knowledge,

this is also the first study to compare multiple automated approaches and their effec-

tiveness to predict microvasculature in RR patients.

On the other hand, because of the unstable qualities in the images in the data we

use, direct segmentation approaches shows limitations finding the precise microvas-

cular network in some of the OCTA en-face images. An alternative region-based

segmentation method was proposed in Chapter 6. Instead of finding the vessels,

regions with different microvascular status were directly segmented. More specifi-

cally, avascular regions, regions with capillary dropout, and capillary-dense regions

were simultaneously segmented with a deep network. Thus, we avoided segment-

ing indistinguishable microvasculature in some very low SNR images. Moreover, less

postprocessing is needed to obtain abnormal regions. For instance, enlargement of

the foveal avascular zone is an early indicator of retinal disease, and the fovea avas-

cular region can directly be assessed with the region-based segmentation results. Our

results also show very accurate predictions for avascular regions (AUC of 0.97) in RR

study and slightly worse in predicting capillary dropout regions (AUC of 0.93).



www.manaraa.com

87

Finally, in Chapter 7 (Aim 3), we investigated and analyzed the clinical signifi-

cance of our region-based OCTA en-face segmentations. In order to achieve this goal,

we first analyzed the effectiveness of regional vascular measurements as an indication

of RR severity. By comparing automated measurements to severity rankings from

clinical experts, predicting the area of avasculature shows a high correlation of 0.76

compares to an expert’s ranking. Although the result of the automated analysis is

moderately worse than the correlation between two experts, this analysis still showed

the potential effectiveness of using retinal avascular areas to predict the severity of

radiation retinopathy disease. Additionally, the microvascular differences between

affected and unaffected eyes of the radiation retinopathy patients were also stud-

ied and compared to healthy subjects. The result showed statistical significance

(p-value < 0.05) comparing the differences of RR patients and healthy controls.

To summarize, this thesis mainly focused on segmentation and analysis of mi-

crovascular network in mouse and human retinal images. Our studies showed that

the usage of deep-learning networks provides accurate results for the analysis of retinal

vasculature. We think our developed approaches will further help study and diagnose

retinal diseases in mice and humans.
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